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@ .TO.PRESENT A GENERAL SCHEME APPLICABLE “FOR FORECASTING : .
THE NUMBER OF STUDENTS RETURNING TO SCi{)OL FROM PREVIOUS,

. QUAR.TERS7SEMESTERS - . \ e L e

. & ‘ B . ’ - “ %

@ INAN OPEN ADMISSIONS ENVIRO\MENT STUDENTS DROP IN AT\D ouT . L

$

LT AF WILL, MAKING THIS PREDICTION INPOQTANT FOR lSUCH fasks As ©° .

-

0 (COURSE SCHEDULING - Cr ‘} L

@ ESTIMATING ‘GRADUATE OUTRUT ' - - :

4 -

. ot

6 RECRUITMENT TARGET DCTERMINATION - A __—
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“ EXHIBIT, 2’

P ' e ‘

: v oo a ~ .o PR -~ '

. . . . . s ) ’ —

@ TABLE 1 SHOWS THAT ABOUT 22% OF STUDENTS ENROLLED IN ONE :
CQUARTER DO NOT RETURN NEXT' QUARTER BUT ABOUT 40% OF THESE® .
DROPOUTS DO RETURN TO SCHOOL IN ATER QUARTERS ) )

.

PERCENTAGE RETURNING AFTER FOUR QUARTERS O" ABCENCE IS SMALL. AN

— AR - \ S° ’ ’

| - ' c
0 PREVIOUS STUDIES INDTC/\*TE FUTILITY OF USING SOCIOECO\O‘MC
VARIABLES TO PREDICT DROPCUT BEHAVIOR. . @ , .

e
APPROACH TAKEN HERE 1S TO USE PAST ENROLLMENT BEHAVIOR ITSELF
 AS PREQICTOR VARIABLE. SPECIFICALLY ENROLLMENT IN PREVIOUS .
FOUR QUARTERS IS USED. ‘ —_ . LT
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© DEFN: AFFILIATED STUDENT IN QdARTER Q, IS A STUDENT WHO HAS |
ENROLLED IN AT LEAST O\JE OF THE FOUR QUARTERS PRECEDING Q

. . l
0 EACN AFFILIATED STUDENT. CAM BE ASSIGNED TO ONE OF FIFTEEN . :
ENROLLMENT PATTERNS (REPRESENTED BY A FOUR DIGIT BINARY !
. NUMBER) DEPENDING ON HIS ENROLLMENT PATTERN I\I LAST 'FOUR
" QUARTERS, ) ,
¥ . !
- s‘ 4
e« ' . ) . . N
- % - j C . !
QUARTER | * | QUARTER}  [QUARTER |  |QUARTER | . QUARTER ,
Q-44 . 9-3 Lz || S S <.
4 « A 1\ ~ - f’
‘ . , . ' ‘-I . . .
0 R FOR A STUDENT ENROLLED ONLY
q | , "IN QUARTER Q-2 .
Lo ! o - 0 FOR A STUDENT ENROLLED IN -
v | QTRS Q-2 & Q-3 ONLY
L : S | :
’ ‘“;‘ . ’ ) - .
. . . * M
S | e - S
' >
/ \ .
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. © TABLE 2 SHOWS THE' RETURN PROBABILITIES FOR STUDENTS, WITH VARTOUS. -
’ rérq.'ee&‘;mmt PATTERNS. SUMMER QUARTER IS OBVIOUSLY DIFFERENT AND™ =
OME PATT e

» . -

ERNS HAVE HIGHER RETURN PROBABILITLES. “ , S

3 . .

O TWO-WAY ANALYSIS OF VARIANCE (TABLE 3D SHOWS SIGNIFIC '
INTERACTION BETWEEN QUARTERS AND PATTERNS EVEN AF[ER' REMOVING . .
« SUMMER QUARTER. THIS IMPLIES THAT THE DIFFERENCE BETIWEEN . )
PATTERNS 1S NOT UNIFORM FOR ALL REGULAR QUARTERS (I.E‘.,,FAL\L,
WINTER AND SPRING). EXAMPLE: 0101 AND 0110. HENCE PATTERN -
DIFFERENCES ARE OBSCURED BY THIS INTERACTION., \\ s
. o

-

CONSISTANT PATTERN DIFFERENCES EMERGE (TABLE 4> ON - ’ ¢

REARRANGEMENT OF TABLE 2 DATA BY CONSIDERING PATTERNS BASED

ON SUMMER QUARTERS SEPARATELY. .
’ .

v ©




EXHIBIT 5

+

¢

& JABLE 4 SHOWS THAT ' ’ '

"© ENROLLMENT IN SUMYER ALVAYS INCREASES RETURN PROBABILITY
. . . v z i - —
6’ THE RETURN PROBABILITY INGREASES WITH THE NUMBER OF
QUARTERS ONE ATTENDS. .

© MORE RECENT THE ENROLLMENT EXPERIENCE IN A REGU
- THE HIGHER® THE RETURN PROBABILITY ¥

¢ EMROLLMENT PATTERRSHAVE GEEN ARRANGED IN TABLE 4 ACCORBING.'{O =

THE ABOVE HYPOTHESES AND PRODUCES A STRICKINGLY CONSISTENT
PICTURE.  ~ .

-




* TABLE 2 DATA

/w_‘ 3 LNEI-P)= M+-B1 2857 4
. ' S

— WHERE .
-P = RETURN PROBASILITY' IN QUARTER Q
M = GENERAL MEAN
By = EFFECT OF ENROLLMENT IN QUARTER Q-
B, = EFFECT OF EWROLLMENT IN QUARTER Q-
B = EFFECT OF ENROLLWENT IN QUARTER Q
-B =

+ @ ACTUAL MODEL DIQLT'IN\CU.IS‘F'D BETWEEN REGULAR AND SUMMER
' QUAPT::RS AND POSTULATED SEPARATLC ENROLLMENT AND DROPOUT

EXHIBITS .

4

¢

+B, +B_+B, +E

»

J E‘:FEC'IS IN EACH QUARTER

-

>
LY

1
2.
-3
EFFECT OF ENROLLMENT IN QUARTER Q-4

¢ 10 QUA'\ITITATIVELY ESTIMATE THE EFFECT OF PREVIOUS ENROLLMENT
A 17 PARAMETER MODEL OF THE fOLLONING TYPE WAS-FIT TO THE

o3

o
¢
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EXHIBIT 7 . ~~ ;

LI

\ © MODEL FIT THE OBSERVED DATA WELL EXPLAINIT\G 90% OF VARIATION s '
.(SEE TABLE 5

\

0 THE LE:MT SQUARE ESTIMATES OF PARAMETER VALUES WERE . J'

- L]

- ' REGULAR SlMMER v
By = -1.05 B, = 0.8

B, = ~0.48° B, = -0.49
.\ A ;,
B, = -0.28 *'B, = -0.16

: B, = —0.2)8 \ B, = %0.15 .

© THE PARAMETER VALLES SUPPORT THE PREVIC?US  QUALITATIVE
INFERENCES. C . ’




EXHIBIT 7A

K4

*

® THIS ANALYSIS .SUSSTANTIATES THE VALIDITY OF USING PAST ENROLL.MENT - s o
HISTORY FOR FORECASTING RETURNING STUDENTS . . . "y; ’

R \ Ll = -» LY ‘ !t;i
, Y% ' )
GENERAL FOREEASTING SCHEME

_ | AFFILIATED
_ " POPULATION
B ' . IN QUARTER Q

U BREAKDON INTO 15
000} 0010 ' nmn SUBSETS -BASED ON
: . | PREVIOUS ENRCLLMENT

L'\ , >;z\ B
* RETURIING T PETURMING e ¢ o o v o RET “'m APPLY RETURN PROB

. 0001 0010 M . APPROPRIATE FOR
: QUARTER Q TO EACH.
SUBSET

~ PROJECTED TOTAL
RETURNEES 1IN
QUARTER Q.
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EXHIBIT 8

.
’

FORECASTING TOTAL RETURNING ENROLLEES AT FCC

. _ DURING FALL, WINTER AND SPRING 1972-73 -

QUARTER

LI

s —

FALL 1972-73° WINTER 1972-73

SPRING 1972-73

P " \
ACTUAL TOTAL 5708 5998 6158
RE TURNEES .
MODEL PREDIETION | 5968 (5895)*  + 6473 Y6319)« 6298 26211;
STD ERROR 283 (305) | 270 (295) |. 267 ( 290
DEVIATION. + 260 (+187) +480  (+321) +140  ("+53)
DEVIATION/SE 0.92 (0.61) 1.8 (1.1) 0.52 (0.18")
Q ) +

i -~
’

+

*FIGURES IN PARANTHESES WERE OBTAINED BY USING RETURN PROBABILITIES
ESPIMATED BY MODEL AS GIVEN IN TABLE 5. )

L

PR




EXHIBIT 9

oy e

”

CONCLUSIONS

b
‘
. s ’

w v

THE FORECASTING SCHEME CAN BE USED TO FORECAST RETURNING ENROLLEES
FROM ANY SUBPOPULATION, E.G., ENGINEERING MA\K)RS /

’
bl

THE MODEL u.A\ BE OPERATIONALIZED VERY. CQ‘\(\’EN]ENTLY AND CAN B
CO‘1PUTERIZLD

.

¢

REQUIRES NO EXPENSIVE DATA BUT USFS O’\JLV ROUTINE DATA C“LLL.CTED .
BY INSTJTUTIONS. <

14
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AN _ INTERIM TECHNICAL REPORT .ON
THE FRESHMEN REQUIREMENTS STUDY

-

-

-~ <

d .

report is on the work ‘done so far in-an effort
. ; |

to‘buildla predictive ‘model for freshmen course requirements.’
v .. .

A
'It haseessentlally valldated an inditial. approach to the

prdg%em where past enrollment behav1or has been taken as a

» ~ -~
o

: 'prediétive factor. The analysis oX the Hata specially compliea

'for the,study show that the ﬁore numerqus and more xeeent

) )

a student's enrollmént has been in the past, the hlgher his

3
pxobabiliby ‘of return is. The difference between the summer

» -
- - »

Quartgr and oEﬁer quarters have also been beught out: A modeL

‘e

that fits %well the obse\ved‘dataaon return probabllltles has *
;_ib 4

heen constructqﬁ. Using thlS model the effects of the '

& +
. - “

varlou° components of past behav1o affectlng return pro—

L Y 'J" ®.

babi;ities have been measured. . e
b -

.
.

1 ‘o [ 2 P .
.The regbrt'also_discusses the geferal ‘pathematics of p¥6-
\~ - i Cee .
.babilistic predictive mbdels emphasizing the practical aspect

of'designing a system to operatibnalize a modei. Flnally,

. othe Vork Wnlch remains’ to be undertaken in tsks study ‘is

descxibed. ' ‘ ‘ .

4 &
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1., Introduction. . '

T

The‘Freshmen Requirement Study (FRS) has the objective of developing
o \ a model for predicting demand for'freshment requirement courses in FCC.

" e A pre]iminaryshodel was develgped by Gramza, Diaz and Shore in quly'ﬂ72

which served as.a basis for undertaking an exhaustive study’ starting

ST " Nov. '72. A,review of the status of the study is presented—be]ow giving
* c} .
. emphasis to’ bdth what has been done and what remains to be done

«
* ‘e
4

Since tﬁe denand for, freshmen courses ‘is from fresh enrollees as well

r

" as from return1nJ enrollees who fa11ed to complete the courSe in their

L4 ~

’ i ~‘¢prev1ous qugyters,‘the study will have t« address: 1tse1f to the task of

4 LY

predlct1ng a numher of variables such as

. ' I)ntther of ﬁ“}'enro;iees, possibly w1th a breakdown by credits
p ' trans .crredﬁfor treohm il reou1rvm°nt courses - )'
B e et
oo 11)nunu:er of students return1ng from prev1ous quarters (concen-
- (Y
/ !
i . trating spec1fﬁca]1y on students who have not completed .
3 . - . ™~
, » freshmen requ1rement courses) and \\\ Y
. R . ,
iii) number of enrolled students who are still to complete_the ~
- freshmen requirement course and demand that fourse. ?\\\\\\\\\
- St - . T~
- N

{

The thand var1ab1e mégtwoned above is 1nf1uenced heavily by such factors \\\~‘

“ AN e,

as counse111ng and the;number of students who can be accommodated 1n the .

1o freshhen courses hat part1cu1ar quarter - Howdver,- if we are cohcernec X
% h “with est1mat1ng demand for freshmen requirement courses w1th the” pur- ’
j g pose of g]ann1n9 enough sect1ons, ‘then we might Just1f1ab1y ﬁgnore the .‘

:‘ « third factor. ' h ° .

oYy

A

RIS

*

)[:].._\.\._..,....A.. -
—a
@)
i
i
ok
e -
I~
~
¥
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earTier, with this assumpfion we are effectively’ doing away with the
" necessity to consider the third factor listed. above and producingya pre-
. ' - \\

dﬁction\that is more re]evanf‘td}\ecision making regarding space,’ faculty

N
and other resources planning. Factor (\ (naMe]y, the new enro]]ees)
t

wou]d be an externa] 1nput parameter to the pred1ct1ve model, -

: \
\ -

_ The strategy for deve]op1ng the.model is as fo]]ows< Cons1der the

AERY Y

problem of predlctlng demand for course X in Quarter i. - The set of all
pff1]1ate students at start of Quarter i is the sdurce population for

a]] return1ng enro]lees. Some affiliate students have passed course X
and the rest have not - call the latter subset S .. This s the po;\Ta}1qn

of interest in pred1ct1ng demand for course X. The basjic approach lies
- \_\
in pari\frenigg S into subsetss], S, ...‘Sm which are mutually exc]us1ve

and exhzustive Bf S in such a way as to accomplish these Tollowing

4

objectives:. T

‘ N *
\
. \

~
A ¥ . .

\ o
(C-l;\E;§}F1w3'5 i is a hmnogeneous group of affiliate students;
-“»

homogeneity being used in the sense thit the probabitity for.
returnwng to school is qame for\all/ggmber§/6¥ the set. Perfect

=

. ’ homogene1ty can se]dom be achieved in braet1ce, s1nce 50" many
 S5hiEied in }
*  sociq economic charaeferdst1cs afcht the return pdbbao111ty

and almost any“two students w111 have, d1ffer1ng\Ergbab111t1es

&

3

Hqﬂever;< basing dé&finition of the subsets on the most important
1 - .
pf these variables, we hopé pQrgffﬁ;iliii\fi\fiiii\iéea1.

.

'TL
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The demand forecgst igvu;riﬁg Qhe third factor.wou1d'give the numben of

students who need to take @ freshmen requ1rement course ipa part1cu1ar

~ R

jquarter and p]ann1ng for the courses shou]d be based on this number.y
*To the extent the role of counse]1ng is to advise the students to Take.

the courses.at the eatliest opportunity (subjéct on]y to the number f ’ i
sections planned +hat quarter) the effect of counse]11ng need not be R )
» 4 . ) ¢

taken into consideratiop separately. ' g

’ . - - |
. - PR .
R . .

’ .
» o 4
- et

Thus.an this study the~ob3ect1ve has been,set as one of pred1ct1ng for

.
e -

a given quarter and given freshu&h requ1rement course the number of .

students vho ﬁould need to take that course. _Of the two factors (1) KRS
i
and (ii) hstedEafher ourattentlonnwmll be initially on the secona

one, namely the demand - generated by returning enro]1ees. The data base -
: ' P

nd analyb1ca1 techn1ques for pred1ct1ng new enrollees are more difficult

to deve]opwh1le the prediction, of returning enro]]ees can bg performcd

Further, to a certa1n extent ._3

&

'with on]yﬁdata curréntly available in FCG.

FCC can regulate the number of new enrollees so that it makes sense to

treat this, variable as an 1nput,parameter in a pred1ct1ve mode]l rather

-~ 7 [N em . . 1

than a variable td be 1tse1f pred1cted " i !

», i A i -
A . . . .

. O
conzidekations as the basis,

)

the initial scope Of

’

With these

the Freshmen Requlrements st has peen specified as one of N
-~ s \,{
performlng thé neCessary.statlstlcal analysxs on the avallab%e h-,§i

‘FCC data to develop a model capable of predicting the demand

from returning enrollees,

vt

for freshmen’ requlrement courses

-

.

se who need to take a coque

it being aésumed that all tho , |
. i v . i

would 1ndeed create a demand for the couxrse. ~ As explained @
7 i

’ 4

L 16 S b4
:
:



, (C-Z) FCC dat,a' should make it posﬁib]e to classify a student in--
+ to one of the subsefs §y, .. S . In other words we should .

not use in Xhe nredictive model any variables onwhich we cannot

.
M é

have data. Since the :freshmen requirement s%:udy would construct . -
the predictive models only .on the basis of analysis of available -

data, th1s requirement should be automat1ca]1y satisfied. .

.
e .- — Bt c . s v—
) .

. There are two other properties(C-3) and (C-4) which we' would.

; '_ 1ike the set S],... Sm‘to pos ses but “these would be presented -
‘ ¢ later at a more appropriate pq'ace- ' oo -
’ ’ 2 ] : “
. 'l'\ssuming we have discovered a satisfactory fartitioning S]& .
* Sgseee Sy of S, the next task_would. be td obtain the.best
b ?
. . . estimates of the parameter% i, Fg..n. vy where: T ; 4
. - P )
P K " Loy T the probab1hty that a student be]ongmg to set S Lt .
i o returns to school in quarter i . : ' o
: ' ‘
It is expected +hatw1th the retention data avaﬂab]e th1s :
estimation can be done fairly accurate1y v . ,
) ] . hd
. The predwc‘non of number of returmng students in quarter i b,
. N
would be. then given by “the expected va]ue . "
> r + S, ..., + - . °
o st T2 Syt T C]) ‘ . _
where s, = nunber of students in set S s 3 1 LMo " :
) i 2
- . . & R ) - j
. 17 .
‘ - -
AN
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over time (except possibly for predi@table differences

-~

The 'variance associdted with' the estimate is given by

' « *.". ) oo "b
rp(ery) s+ L ¥ rp(ergs - (2)

I3

- PR Y
.

In order, that our'prediction formula (1) remains invariant
. ‘ )

v

between the four quarters of a year), it is necessary that ¢
. r - .

\ - )

the probabilities ry show stabilijty over yvears. Aga}ﬂ*this ¥
’ . . . . ) ' ]
is-not often met in :practice, since-trends and even abrurt . .

N . N 3
changes in return rates are experienced for a variety of

(L

reasons. In practice, what thij/mééns iss that we have to

design a system which continuously watches for trends and

©

changes &and make appropriate updatiﬁg of the probabilities
’ v .

r

he ’

L Tese and many other practical considerations in im- ,
« . . .
. <

plementing a predictive mo&el are discussed later.

L3 (3

N = - IR v
’ - < ™~ - . ‘. ‘
The formula (2) for wvariance akso gives-us.a £lue-.as to
- "
- %

Y

What should be considered a satisfactory partitioning.

y

N
N s
’

L 1]
Our~aim should be to keep the variance ai small as ‘possible.
L] » » -
From~12) it'is seen §hat, the variance qﬁhieves the minimum

A)
«

value of zero, that is, estimated 'ét(l) is perfect and ha no
A o+ . -

« . . , :
.

<
error qssoclated with“it,- 1if each rj is either 0 or 1.

-

4

—d

»
)

*+ The variance formula is strictly wvalid only.if, assumption
) (C-1) holds. * For nonhomogeneous subsets the formula
" . would provid® an upper limit, i.e., the real. variance would
. be less. . . . '

s
- H -

LR
h)




) . 717{ ' ' \ .
S '.} . ' \ L ‘ ' 4
The maximem'of (2) is attaiped when each ri'= 1/2. :This ’ g
‘ implie$ that the partitioning should be in sueh ; way that i
the return probapility rj fez‘eech set-is as close to- zero .
(or-one)‘as possible: In exaeple we should prefer a p:rti?

’
. L]

tlonlng (51'52) w1th probabilities (.2,.9) to a partitioning with

-

p&obabllltles (.3,.6). With these remarks, we fornally 1ntrodude two

. other requipement (C-3) and (C-4) on the partitioning ‘subset Sl,...Sm:

- v
(Cx3) Partitioning of S. into sl"“sm should be so done o

o0 wamemnetith

that the associated return probabilities r_,...rp are stable

s an

* . over timep - [{There is reason to helieve th(i-if (c-1) 4is

y
. ’
. 'satisfied then (c-3) is also’likely to be satisfiedl. . o
R . (C-4) Partitioning of § into Sl"“sm should be so done
that ‘the asscciated retarn probébilites rl,...rm are all
A 4 . ) -
close to zEro or one. »
’ ‘Qk .o B .o @ :
. < i ’ R ~ . . ;
This background dlSCUbG;OQ on the underlylnc concept ,
of probability predlctlon models can help us to clearly L
. - PO . . [ <

recodnize what_it is thét e should,be seﬁrdhing for in our

statistical analyses of the FCC data. In the next section we

describe the approach we p ve undertaken to discoyer an #

efficient partitioning schemey

7
| g S . "
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2. THE APPROACH °

‘y

one can hypotheSize a host'of vafigbles which influence the

_return probability of & student Among these are:

o Socio economic variables such. as gmployment status

and Source and amount .of income

¢ Demographic variables such as 3ge, sex, martial status

and family rssponsiblity ] ’ ; ,

o Academic performance and"environment variables such

3

_ascredit hour accumulated, pass/fail experienges in

the previous quartefs and other general experience
I3 ,7% . }
with'the college. area of s?&dy, etc. ’

0 Personality trait variables such as ambition, com-~

%
mitment to college educatipn/degree and intellectuality.
¢ . ) e . . R ,
’ - - q
[} .

it is obViously not aﬁ easy t“sk to take these nyriad of,<

inh one comprehen51ve model,

factors into consideration

Nor does it seem possiblc;to senarate the Significant va

4 »
¢

from the non significant ones on an ‘a

‘ making appropriate analyses of actual

' r

, dnalyses of this nature are likely to take gonsi

Y

Pes

even if we have suitable data, a more

o

indirect and cxpedient

approach has been taken first.

?h}S'fsport will mainly

- 0 N
deal with a Qiscussion.of this approacﬁand its, results-

: ‘ -18- ' ;
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N In this approach, the past enrollment behavior of a student

has itself been sought as a predictive variéble of-his

future reenrollment pro¥bability. The rationale for this ,
. ! , ‘

step has been that, whatever be/the variables affecting. \
)

enrollment the imprint of their sum reffect! would be left

¢ ' \ . . . /

- . *
on the past enrollment behavior. Hence the past enrollment
- - 7

pattern suitably guantified, might itself be a predictor. . -\
. . . assuming that the variables whith operated with the past

continue to do souiaﬂthe future also. such a predictor may not be

4
¢ A}

efificient as one using the mrderlying variables, but

#

this handicap may be more than compensated by virtue of ' .
.t - . . . :
v > ® - -

tbe fact that -the necessary data for‘forming the predictor

. ' - . . . )
are regdily available. ., . ’ ) - Y .
> - kY
Fi . : ' , .

o T enrollment pattern may be gquantified byréimply observing

. - »
*, e+ 1if tha student did or did not enrvll in each of the .previous

M ’

- A ) M 3 ¢ F . . .
four guaxrters. Enrollment in a par®icular quarter is in- -
a ve S ™ j . .
dicated by the nureral 1, while non enrollment is indicated -
t M ' ! —

e

% L4

. -by the numeral '0'.::Wi?h this binary notation, a student

(3

SR .who enrolled three quarters age and not in others in the past

. . RN {
T — four~quarters, can have his pattern represented as '0l00'. There aré
é sixgeen possible p;rmutations over four qugr{ers cach giving rise to a
. | :‘ g pafiicular enrollment pattern.- .The4§nrollm§nt pattern'reprggentéd .
/;;:1””//. in this+fashion are used as our predictor variable. . -
. . . . . ‘
t
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_In the scheme presented here we ignore students who have

'

not enrolled in.eny'of the previous four quarters.*

In other words the permutation '0000' is excluded, leaying

>

us with 15 patterns. The justification for thie is the
observation that a student who continually absents himself
four quarters has less than’IO%.pro?ability of ever re-
turning to school. Table l shows data compiled from a’

FCC Computer Center Report illustrating this point. **

There the number of students dropping out iﬁ”VEfious‘querters
is shown. The number ofﬂthese dropouts who returu five
or'more quarters leter (that is after at least four quartere
of absence) is shown in the last coclumn of the Tablie and

is seen to be eeldom higher than 10%;. The pegcentage

which return to school egactly on 'the fifth quartexr after

drdpoutis even less than this, and the same. data’in Table
1 .shows it to be,;less than 4% for all quarters considered

there.

.
y

FCC* Conputbr Center Studcnt Retentlon Study Report
dated September 5, 1972. .

v)

Here and elsewhere in this report the"prev1ous four
quarters" refer to the four quarters immediately- '

preceding the oné for which enrollment predlctlon is
to be made.
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. What this means is that in predicting“'ehrollment fogia
. ol

-

particular‘quartgr affiliate’students/whb have not en

lleq

» &
’ - . . - - ' <
. in the previous four quarters may be ignored without 1;E§
' . ’ C o A
troducing any large amourt of error. As mentioned earlier

this has been dona in the work reported here. However,

AER I o Pt i D

it must be noted that the methodology employed can be Ppplied -’

I «

-

to enrollment pattern over any number of. past qugr’ers,‘
\ .

S

$o that if the Present limits igposed are to by

-

‘in future it could bLe done w

relaxed -8 *

\

- - e -

"

ithout undue é’fficuiéiéél'

ME

PrETS N

pe-

\

;

S15 depending orn the past enrollment pattern.

lowing seqtdions of the papers present results of
e n ,

alysé§*9er¥§fmedl$o see how well this partitioning scheme
@ ., b \

- *

Sovkns urrpemy L

RSN o .
counld functicn §§$5'h{%alctlve base of future enrollment,
* RV .

. . \‘ - -
3 . S > .
H R ‘
\ .

“
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dPATA PROCESSING AND ANALYSIS

The FCC Computer Center undertook on behalf of the,
Office of {ngtitutional Research a special processing

of FCC grade file to produce data for the analysis.
‘ r

Among othey things this task involved forming the sets

'S ana its fifteen Subsets (partitions) fox each'Fail, Winter,

> -

Sprlng and Summetr quarters of academic year'72. , For each

of these Subsets~thenumber in the subset as well as the

number who enrolled in thequarter under consideration were -

computed. Table 2 contains this summary data. All the o
) -

- ahalysis reported below were performed. on this summary
T \

, data. N ' )
I _— - - \

. »
- . -
~

The first analysis was/yo see if therevere sigﬁificant

3
1

.

‘differences among the 15 enrollment patterns and the
four quarters with regard to ‘reenrollment probabilitiesi‘
Even a visual examination of Table 2 reveals strong in-

f ¢

dicatfvﬁg—af'between-péttetndifferéhces. Also, summer

quarter is evidently different. Byt any d{ﬁferences between

4hé other three quarters are not apparent3to a ‘casual

\ observgr. Hence a two-way analysis of variance (with the

-

fi;téen enrollment patterns providing one classification

/énd,§he Fall, Winter and Spring quaxters providing the

.
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S /) :
other):of the data y’ deemed apppfprigte. to test statis-

tically various hybotheses re:—rdi'g betﬁeen

group diff-,
N . ‘ ' ,/
erences. Since the observatipfial variable is a proporfion

i
K

based on sample sizes th4t vary from group /to group,/ a / o

\

two waye+analysis of vdriance with equal tell'si es for

<. N

proportions was necessary. The proportlons 1.,-ach cell A

were converted to loglt/§g;1e by - the for/p{//y/

Yis = 1n e o+ 1/2 .

. J l s \ _ .
) z 13 + 1/2 . N - ' . .
. ‘ y | :
L ;/vhqere ' “ . T ~m,,; _‘\_.f_‘i*:'«*_ ] A . o ‘w )
: " ST s L i '
. iij = the logit scale obsbr%ﬁtion in cell (idj)* e
. . ) .

.

o
i

nunber of students din cell (i,j)'

By
i 5 number of students in cell-(i,j) who enroll

. inh quarter j

Q
.
I

i ] - ‘ . >
The qhglysis of varfence of fﬂe-}ogits is iin Table 3.

> - « . .
. \ 3 .
. M ./‘"/ ).' /

) -

.
*

cell (i,j) refers to the group of. students w1th enrollment
pattern. i in quarter j J. \

- \ .

. The analysis of variance was performed on the cell 05/360
System using a specially programmed FORTRAN' routine, called
UNOVA 2. For details of the procedure see G. gshedecor
“Statletlcal Methods" 6th Ed, Iowa State Press, pp. 497.'&“ :

A.w'\v
N

” \. / ‘ . /

PP . DL PN
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The analysis shows that the inti?action etween

~

unarters.

' 7 r -
and enrollment patterns is itself highly significant

determined .by comparing the interaction sum of squares

-
.

Y . 2 # .. . .
inst the percentiles of a”xn_ distributioq$‘ This 1mp11
- .

that. the effeE

v S e -.,f.u

ot ;alkﬁof@a quaftqé efﬁgsg\ .
LS OJ‘R "'d!'

the éuarter so that one ¢

or ienrollment effect® in, iSOl&thﬂg ore §pec1f;caliy,
. " {J 14

the, ex1seenceﬂof 1ntexactuon shows that the ai
2

-

£
between cnrollucnt patterns s»&toclfinot conﬁtaﬁt but

ot , . v = -
varies from quarter to quareer. Tablcé 2 bears out this

4 ¢

: 4 2 £7 - '
point. ' Compare, for example, the enrollment patterns and

~

, ‘ c N ’ -
#1011" the sole difference betweeﬁxggejtwo being ! that in
nrol

the latter the students had also e d in the immediately

~

preceding quarter. For Fall '71 the differ

.-

the two patterns in their enrollment probabilities was

ce between

0,39 while . for Winter aid_Sp;ing it was .46 and .58
. . - . |
ively. Comnsistent imilar observations, are made

PR i . * ';‘l 3 R
when ever two—patterms-differing only 1 1§he last quarter

T . T o
enrollment areﬂce;;;:eET\QThe\gi?TErengg between the two

2 \




. 1two patterns such as '1010' and '1011"' is lee$ marked in
. *\'.'-r v e 1[(,_ s . .

A rearrangement of the data in Table 2 brings out strikingly .

, Table 4 has ‘been prepaxed aéter/ﬁiijgfeerranoement where
. i Q«x -

. ‘ ' -27-

’

A simple explanation may, be offered to account for the

4
L]

. . )
interaction. The quarter immediately ‘precedinhg -

Fall is Summer which can be justifiably considered as* not
. \ Ny .

1 - ~
the same as the other three quarters of an academic year.

e
B - ’ . » L4

It may be hypothesized that enrollment behavior in a
el I . .

e
-

Summer quarter is not as strongly related to dropout'

tendencies in the student as it is in the case of the ~/
other 'regular' quarters. Hence 'the diﬁjerence between FX'

P

Fali‘thﬁﬁ\én Spring or W nter. ot -
. : O \.51* ..’_,,, ’

. -
.‘—». . .

In compar,ing grvol‘nrxt pe»tepnﬁ duc consideratien muet
v .
. ’5 “ . 5. - -~
(o I d

therefore be given to difference between Summer and regulér#

[y
<

. 5 .  ps . U
quarters. Subject to this quallflcatran~thz;éata in

~ -

Table 2 séf%ngly suggests that reenrollment prbbaQilities

o+
are higher for students.who have shovwn a consistent en-

rollment behavior in the past. - . ~
s . L s

N
1 . :

clear the various factors affectlng’the probabllltles.

1

we have the data glouped by’ral&, Wlnter gnd Spring
& v

N

quarters.

A
»
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Howevex, in desciibing the enrollment pattern we usg

’
T —

only the three preceding r guléfquarters (i.e., ignore’

the' preceding summer quarter). This gives rise to 2‘@3 or

2
)

8 gnrollment patterns described by three-digit binary

numbetrs shown ih the extreme left hand column )
N e Q . N (' N -
of the tabYe. .The summer enrollment status is considered

in the table by Kaving two cblumnq for each gquarter; the

. . first column corresponding td\thosefwho did not enroll in

. .

thé’precediﬁg summer and the second column correéponding‘to tﬁose who did. .

e -~ Thys, the entry "4.12" in the first columnunder Spring.guarter:
- . v -« N «
e . L] v, 3 ¢ . —-—:’ . - . )
» ageinst the pattern 'l100' means that the reéenrollment
’ <7 . q\/-{”{"‘ S P LV S VAR ey ) L, ”. -
” probability in Spring '72 wWas 0.412 for studepts who- -

"
Y - - . o = )
a) were enrolled in the preceding Spring ( in Spring

- ¢
.
L} N ,

'71) guarter but _not .in Fall or Winter and v

.
e e “ ¢

&

b) were not enrolled in the preceding Simmer quarter

K v

- [

- %

The order in which the 8 enrollment paftefng:apeﬂlist@d is

- » '
- -

also worth notin§.> The 'first row is '000"signifying . .

/ (NS ~ T

students whoydid not enroll in any of the three‘p;ecedingfg

. regular quarters. ‘The next one is '100' when the students

I
-
M -

.had enrolled qgly three quarters ageo (ignoring- any Summe’r

3
2 s :
oup #* e
oo . 2
Wad o .

2 Zx S

. quarter enrolimé;t). By hypotheses weﬁéxpect the' gr
3 ‘ , N !

*100' -to hav&.higher retention probability than fOOO':

z
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Similarily the third paite%n in the list, namely ‘010',!
is expected to rank higher than '100' if we postulate

further that with more recent enrollment experience, the .

v \ . .
reenrolirent ' probability gets higher. With these two-

hypotheses as guide, the 8'p%tterns were arrangéd to

\ N -
produce an increasing reterntion probability. -The

¢

pattern"001' follows '110' in the  list with_€he:expectation
Y . - ] .
“ that though the latter represents more number of gurarters

N\ . , N

enrolled in, the formex has more recent enrollmen.

»

-

experience.
1

N . -
’ ’

It is xrather very dr@t@fyjng that the Table 4 data,follows

<xy
. ) . ’ .
. -_tﬁe pdttesr axpe Qt"ec}.thgus . gi\Ving__q,cmgc;ggg_g ko the .l}k’&@’?bﬂass LI
- . . . "t . ! \? . .
WithH only a few. exceptions,/in all the colurns,-the probabibi-
lities increase as‘one goes down the rows. Further, the
colunns representing Summer enrollinent have -higher probabi-
\;mlities than the corresponding columns representing non- (
énrollmeﬁf‘inxgggmer. _This is further in line with our
. - \\.‘-; ’ N N \ . . \,‘
hypotheses. ] : 5 - T e . .
g ‘ . } © ‘;’: * b .
The few oxqeptions noted mostly ogdur in the Stmmer guarter
—~ . P Sy - . :

—confirming earlier observationsg that the phenomcna affccting

- .
Summer ‘enrolipent are appaxgntly different.

, ' 4

>
P
)
[\\]
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¢ o~

4. CONCRLUSIONS FRO%"THE‘AI@ALYSIS‘
FROY B

o .

- - e Tda
A !ﬂ‘~‘-5~‘,- . .

To summarize the observations made duriﬂg the analysis,
one might conclude the following: - .

-
- ~ "

.- 2o *. b )
1. Past enrollment behavior of a student does seem to

provide a viable bage for building predictive models
SO .

of future enrollment. .

-

. . [N N
2. The more often a student has-enrolled in the past;

.

the higher his probability of returm is.

" 3, The ‘more recent a student's enrollment is, the higher

\ —_ ,
~ his probability qf return . g ¢
'\/&*)3}\" . 0 <. W, e - En LI 95, ¥ <) e, c e ey e . e S A

‘ : . ' &~ . .
4. Eunrollmen® behavior °in -a Summer ‘quarterr is different

from those of ‘the other quarters.,

)
\The above observations are qualitative. One might be ip-
teEésted in khowing, for example, precisely vhat guantitatively
is the efﬁ%ct of enrollmeht two guarters ago in.a ';egular'r
‘quartef’on retufp probability foxr this quarter. The besé N

way to'obtain such' quantitative measures is to £fit a model

incorporating specifically parameters reéresenting these

¢
)

effects. Such a model was constructed and, fit .to the data.
d below.

£
b

The model construction and -results aré describi

v
x

B . Lo KN + L

. = »t

A plausible model to represent the effect 'a' of a factor

-,

- * R 1
influencing the probability of-an event is:

" Ld

- -31-




. -32-

- N

p' = p + a(l-p) - () .

o
e
0

where p! is éhq probability of/thp event when;the factor is
operative and p is tﬁe p;obabiiity of the event wpere it

is not known if the factor is« operative or not. :a' in (1)
can bé considered és a éroportion hy which {(1-p)}, the pro-

bability of ®the event pot déccurring, is reduced. It can also

be considered as a conaitional'probability in the following

sense. To make this explanation simpler, assum® the event
€ r

is “réenroilment in Fal}? '7]1 quarter", and the factor is .
- * 2 ) « N ..
"enrollment twvor cuaterF ag? (1 e., Spring '71). p is e
e s N NI EN A e s SN ,‘-\.3‘ A
genrral ~ecnqollrcnu probcbg;lty foxr Fatl '71 and’ a'/is~ E
> r—
the probability of reenrollment of students_wno had engolled
T&
*two quarters ago. The reenrollment probabilXity in Fallr%,
. N

171 for students who had enrolled in Spring '71 can thin
. "
‘be considered as affected by two forxces: - one represcnf}pg J

«

the 'attraction' of the Fall ‘71 quarter to students for

=
~

reenrolgment and the othdr representing the cffects of

enrollment *two guartexs ago'. If either of these-two forces

b}

induce the students to reenroll, we have realized the
évept. With this as a model of «the process, the probabikity

of the eyent can be easily written down as .o

N -

pl = pta - ap = p+a (]_—p) L -
. M - - },A

;

with the’additional assumption that the two ﬁbrces act
.-2 R “ ° ﬁ, &

» ~
¢ -

. ’ }
. f
[

- . A . ¢ >




gt

-33- : .

e T ’

*
statistically independéntly.

. With the same reasaning it can begeneralized .that if

there are n statistically indepéndent factors acting;on a

probabdlitynk then the combined effect of their forEe§

would be

p.=*1- (1-p) (l-a;) (l-az):... (l-ap)

-

]
-~

. (2)

where, aj, ézr .. a, are the individual effects of the

féctors.

) ,,gﬁéf we define
~ .,q'u,,,'—-.‘l‘ 7 .

v

3 -
N -
K . ’ .
-\.1./{ ~ . é"n\ .-
-~ .

by 'l ~ R 1 4 °. ,' A*é‘.g;,ﬁ._ .ok r .. &, -+ .
3 o 1 3 )
~ A R y = ln (l_p ) . .
m =1n (i-P) ¢ (3) -
ar?d . b l= lI‘] (l-al) - o

g

then. (2) can beswritten conveniently as the additive model

’
4

+p + -..eb (4)'

1 2 n

' m can be cons;deréd as the general mean in the. model,
- -

Y = m +b

It is this edditive model using logarithmic transformation

(3) which has been employed in constructing the model to

fit reenrol)ment probabilities. . )
Y .
- o U,
1 v

In keeping with the analytical findiigs (1) -~ (4) abéve;«“(

N e

N o~ N
e . - T

This model is .the same as that used for gcﬁ;ﬁting're- .
liability of a system with parallel, ggdﬁpdapt units.
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1
’

the ‘Parameters considered in the

a ‘m = general mean

b;;= effect of enrollmes gquarter ago in a

P

‘ 'regular' quarter -

s

lﬁz = effect of dropout 1 quarter ago in a -

‘regular’' quarter

1 ' bl3= effegk\of enrollment 1l .quarter ago in the

sunmer guarter .

e

by, = effégt of dropout 1 quaryer ago Fpe ‘ )
) Z\ & '(L{;}a < e .—"nlw-‘%. IOURREIES SV, 3} n_‘.:.‘.‘v’-..v:‘. “‘

. N .

. ﬂ‘&'é{'\d swe L .sumerflquértae,r/w AT-..' f ‘ \
’ ) ’ ) A7 N ;oo

Slm1].ary' 21' . b22' b231 //b24l b3ll ‘e ‘."b43' b44

arg defin¢d on the epioikmcnt two, three and four quarte%s ,
A o ,

ago. B . ‘ e , :

. ) z/ . R, . .

There are 17 parameters including m note »that effect of

enrcllment and dropout inua duarter have been seﬁarately

introduced as two diffement effects. The effect of dropout

P K

(non-enrollment) in a particular quarter may not,just amount

to leaving the overall preobability p undistrbed‘but to

[ w .
actually decrease it or otherwise affect it.

»

with-this model .one can easily write down the probability

8

p of, say, a student with ‘enrollment pattern '1100" re- ‘,/////

"enrolling in Winter 72 as follows: ' _ -

¢

oy L oma-b b b b
oy 1n (1-p) TPt Pyt Pt P




where [ : = geﬁeral,mean
b =
41 . g
a 'regulap'. quarter
/ .\ , . . . 4
P s . 5 : 1
—b

w
[
PRl

:)S--" a 'réqular' quarter
b2;<= the effect of dropping out two quarters
.. ' .y
: ‘in a summer quarter, and
. _g Py ot :‘,b,«*‘ - .’;-;-k'ﬂ""h ey g Faome
blZ\F the effect of dropping out o

‘a regular gquarter /////

+
the/effect of enrolling four quarters ago in

the effect—of enrolling three quérte;s,agé in

~ . . s

.

- [
* e j ) ~ .~‘<
» _.servations in/;aﬁle 2. .
. /“
,// . .

Apggpding gives the ddtails of this

. e . .
The- seventeentparaneters (4nd P 's) were estimated

Least Square Metho@/;ifzﬁng the above model to t

frocedure. As shown

th%_barameters can

of dfopout;

P o
.—*/ /-

utarter, is two guarters.ago.
//q / q g
<

\\

‘“« Note that “then con31der1ng any Winter quax€é
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The values werxe:
’

- -0.648880 : N

b = 0.40284

b .= -0.840544

b__ = -0,214826 " - ’ .

= 0.261992 - | ,

= -0.485431 ‘
‘ RPN LAV ;S«@ﬁ-'

:- = J-,O‘.\QMS'B‘GB ;I.'t -?:::":(* e e WMLTTT A - "

'y

0.206Q00
= -0.160537 I . :
. ~0.54608 . S ’ oo
= ~o.26§9§§ M A -
'= -0.1 é429 ’ T -
179431 ’ . o
T .

$

Since four of the pa;ametégg were given arbitrary values, — -
< '{/“'/ ‘

the above numbers should not ke given any’

—y .
- . -

absolute meaning,
. . N : ' - - NS
‘but have sagnlf;canbe only L&&gff;é to, each other. How

do we measEis;ﬁh* effeck of "enrollment behavior one quartex °

H . -

» .

a5o%Arém the above data? M valid measurg is " byy- bly"
BN . . . . 5 . 2
¢ z s

-which comparxes the ‘effect of enrollment one quayter ago‘wfhm

. kN o'y
:

the effect of dropout in the same quarter. Similarly

{ bzl-\bzz) measures the effect of enﬁfllment behuvior

quarters ago_étd. These quantities~aré ﬁomputéd

N .
» - ¢ - 4
. '
-~ s .
J e . . ) , '
.
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/(- A
f(rom model (4} /is clear thaLt a ﬂmegata.ve regrese\\f/su Q;{.’éﬂ";;,b.-.

Py N S e
e, P e 1»9’( Kade tal Llae P e A ve sy s )
a force/that tends to increase the reenrollment probability

-

« Thus the above data clearly and quantitiatively shows

'S

that: ; .

a) enrollment in any of'the previous four .quarters

\
1ncredscs the reenrollment probablllty
+ b) the more recent the enrollment, Lhe hzghe;

“‘beneficial- impact on reenrollment
’ v ‘ 2

’ « . 4 * . S
Phese, of course, were the conclusions offered earlier, but

ve have novw ¢uantified these hypothe ized effects.

s

~

The effect of summer guarter enrollment one guarter ago is

similarly representd by (b13 4) Jbut since b14 was set to

l

7€ 0 -?3 itself is this*measure. We thcrefore have:

-0.84
13 . .

-0.49
23 . ‘
‘-0.16
33
. -0015 .
43 . i -




3 "‘3‘8" .
- . . o
Note again.the positve effect of enrollment in Summer

and ‘how it is stronger for more recent quarters. Further,

A 3

a comparison with regular gquarter enrollment effect shows

Y
-

N s ¢
that the Summer quarter effects ‘axe generally smaller.
: / : - ¢ 4 .

?his.ié in copformance with the fourth conclusion presented

earjlier in this ction.
. - ~» @ ) . Yt zw ' ’£ an e it
A o T ear ot 30‘ . fr R o Ty 4 ) ?
Flnally,'wecmwk use the parametér values generated’ ove and
N * 3 -

A

see how well they esti@ate the reenrollment probablllty

- / o!

\ThlS has been done and preseq}ed in. Tab}e 5 whére for each *

of the sixty observatagns>(four ‘quarters X fifteen enrgollment

¢
Y L. I 4
Al \.". . - -

patterns) the actually obkserved feenrollment probability

as well as thogg/estimated with the model are*given.
» y . _t‘ . -

The difference between the two is alco indicated. The model

»

b

is seen to fit the data ggfy wgli{/especially in the regular "
‘quarters. ' < A p b
’ .

‘5.~ IMPLICATIONS.FOR CONSTRUCTING /’
. THE, FORECASTING XODEL ~ g .
wWhat do all the analyses above imply in regard to our

effort to construct a forecaéting model for the FCC affiliate

population? Essentially, it has shown that is is valid to
/

"paftition the affiliate(population by the past enrollment
/ ' >

<

behavibf for prediction pruposes. There are clear differences

®
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TABLE 5

-

ACTUAL VS ESTiMATED RETURN PROBABIEITIES
o ¢ ¥ 0

MODEL

ESTIMATE DIFFERENCE

!
“0.00819
0.02890
0.03268
-0.10268
'=0.09350
0.11035 .
~0.10128

ACTUAL .

“0.55000
0.-3932'8
0.75843
0.,12074
0.57143
0.62829

., 0.69072°

0.55819
0.36438 . .
0092574

©0.22343 -
0.66493 -
0.51794
0.79200°

—0+10270

0.59091
0.46400
0.85417
0.29879

"0.22703
0.66648"

0.52018 . -

0.79297
0.41377. -

-0.12432
-0.07557

" -0.05618

0.06120
-0.11498

-0.03137
0.08226 -
0.06226

0.71569 =~
0.71836 '
0.90525

. 0.11888
-0.12300
0.01911
0.00075

' ~0.03689
~0.03844

. 0,;03994
~0382411
~0.08166

- =0.15688
.05336
~0.17139
6.05338
~0% 09628
0.06698
10.09561"
.~0.1061%6
..0.03475
0.1120d
~0.04212
~~=-0.,13875
~-0.00816

0.58820"
0.27451
0.74656
0.10598
0. 68769
0.44979 .
0.80779
0.11012

0.70708 .- .
0.15152
0.76568
0.10673
0.6507¢9
0.41135

\

WINTER
1972 0.08601
. "0.60748

0.29545 .
0.75532
0.15372 °
0.81762
_©0.48837
©0.92188, °

0.45234

0.80868

'0.32511

0.76424

0.58465

0.85490
M

0.56448
0.22610
0.72965
-0.06181 .-
10.62907
0:34088.
0.76975

0.66009
0.11994

. 076440
0.05023
0.58696°
0.20213
0.76159

" SPRING -
1972

- '0.04120

1 0.64029
0:23324
0.81968

. 0.05887"
©0.67123

©°Q.41579

0.79592

5019845

-0.01767
-0.03094°
-0.18255

0.02377
~0.10499

‘\\\ 0.09346
~0. 74457 T~
0.30374
0.90357

0.71999
‘0.50244
. 0.82618

"0.02457
~0.19870
0.07738,




“
Al

:’é.
SUMMER
1872

PATTERN

0001
0010
0011
0100_,
0101
0110
0111
1000

%1001

_loxo
«1011
1100
1101
1110
1111

R . N -
TABLE 5 (Continued)

L
ACTUAL

0.4p2073
0.12375

0.45057 .

0.02740
0.30488
0.11220
0.44752
0:03250
0.34375
0.07692

0.40244
0.04464
0.42857
0£0446

0.63260

[

MODEL .
. ESTIMATE DIFFERENCE
0.30254 © 0311818
-0.23935 ;. - '0.36310
0.56705 -0.11648
-0.51417 0.54157
0.47105, ~0,.16617
'0.06007 . 0.05212
0.67165-. -0.22414
-0.71941 o 0.75191
0.39935". ~-0.05560
-0.06733 T 0.14425
0.62715 -0.22471
-0.30401 0.34865
0.54447° -0.11589
0.19054 « 0.01393

4

. 0.71723

ACTUAL VS ESTIMATED RETURN. PROBABILITIES

~

-0.08462
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3

between these“partitions with regard to the reenrollment

9 . . 5
.probability ahd these differences can be logically explained.

-

L

As mentioned elsewhere , past enrollment behavior may not
- v
v, * ; . - e o -

be the immediate causal factor determining future enrollment

of a student, but the a yses- leads one to bLelieve that

it effectively capture nd ‘'summarizes' the total effect

-

. 8
of all the-real, undenlying factors. An exception miy be

\theiaffiliate students w do not have- sufficiently long

past'enrg;lmeht history t base the prediction on. For ex-
ampleﬂ%f tﬁérstudent was a ngﬁﬂenrollee last quarter, then
-P", LPN

the sole information in his past hlstory is that.he‘enrolled

x ~
. ‘ if'(‘ > x

last guarter. The fact by 1tself may not be sxgnlficant

.
~ =

°enougﬁﬁto tell, a lot about his future enro;lment. Possiblie

»

. o i . ——
methods %Q fortify the’model‘;%,thls respect are discussed
S e - . I
in the last)\section of this paper. ' o
~‘~,\ nad - By

~ L . e
. . . . - . % '

- 2‘ : e -! 13 I
A nost attractive feature of this approach which might rore,

than compensate for any of its weaknesses, is .the fact that

- ’ 1

-
the forecasting model can be operationalized with &he FCC

1

¢
-~ .
-

% Students newly enrolled last quaxter have the patterxrn

"o0001". It is 1nterest1ng to note that in Table 4, it is

data pertdning to these points which were out of. the x
genera)l txend observed there. Also, from Table 5, it—is :
seen that the model estimates the probability of 20001" \\\\\\\\
to be about 0.56 in the regular quarters. The pr0)1m1ty

to 0.5 can be taken as an 1nd1cat10n of the high varlablllty

to be expected from this group. .




data available today. hé/ﬁg;ter grade file kept by the
computer center has information on th'e complete histoxy of
/ . ’
each student éince the beginning of the college. Fro

file, it is a routine data processing problem to select

affiliate students who have been in FCC within the

academic year and then assign\EhemKJupiquely one off the

S

fifteen enrollment patterns. The géneratioﬁ of- Table 2

14 ~ N
data from the PCC files of course proves the_fgas'bility

of this approach, with the patternnfstabi“iéhéa ahd the

L

'corrgsppnding probability for-return in the next/guarter,

computed, an arithmétic sum of thesg-prdbabilit'es would

- “

give. the expected number of returnees. The actual formula

to be used here is of the form (1). ’
\ C
3

+
-
- ~

One quéstion arises here. Should we use in (1) the probab-

ilites as-ihg ;gé;e observed (Table 2) or should wé rather
use the éro aﬁégities as estimat;s by éhe model (Table 5).

Thgre~a§§/59;2ﬁ;ogd points-aﬁghpiusing thé model pxobabilities
since éhéy.;ave.'smoﬁhered out;’fandom effects in the observed

probabilities due to sampling errors and other perturbations.

s
P

. - s % ‘
Alsoxéith the model we need only thirteen parameters to
s,
oA
genérateithe 60 probabilities wheteas, if we were to use

-

1 * ] . . . .
the observed probabilities themselves we have "effectivély ..
a sixfx{parameté: model. Thus, one might prefef the model
. ) it L / /
over the actual observations. However, strictly speaking,

R i \ . _

)

& 7

this should be done only,after the model is further validated

\ -~

.
- \
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by future data. Thus at this time it is,not wise to

—_— e em————T

discard*either possibility but must seek to do the .necessary

ualidebiah with more data.

o
.t
oot N

-

6. FUTHER WORK

In the llght shed by. the workdone so far and reported 1n

——
LY

this interim technlcal*paper, the follow1ng tasks seem to

"be. most relevant to our con€fin effort to build and ‘tmplement
a. forecasting model for freshmen reguirement € es. The

e o,

‘“tasks are -not neggssarily listed in their thronological 6rder.

]

' 1) vValidate the model with data 51m11ar to Table 2

but: pertaining to other quarters, preferably recent
= “——#?": . .
ones. : _ ; .

- 7

! 2) Forti%y the model, if necessary, with other egplanatory

variables,‘ehrellment history going back more than .
Ne N . . .
x four quarters, &tc. There is much possibility here.
We might compare groups of students comprising the

w

partition '1111' with,'say, ‘those comprising the

s partitioh*'lOlO' to disgover probable explanatory

b variables. . The compyter program which generated
t ) . : ’ .
Table 2+ is already capable of providing informetion

such as age, sex, marital status and course histcry
’of any ‘individual  student. * The use: of further ex-

planatory'variable may bhe especially beneficial to
L) - r . -

. . , )
'partitions.like '0001“\which has a large number of

-

.

T, ) studontv w1th llttle historical enrollment. data. . |

U . i R ' \
a7 * ' *_5 :
. . N
. " . - . . N .
Cd . » .
. - o .
a - 45 ~




b4~
Operationalize the model. Systems for .data collection

analysis and féeding the model have to be sét up.
The system should be capable of‘forecasting more
than one gquarter hence and also capable of accepting
data on ‘control variables' (such as number of
nev enrollees to be taken into the school ?n the

coming guarters) and integrate them meaningfully,

into the forecast. The general mathematics for

accomplishing this haé_péeh established (see Appendix

A) but remains to be 'partiéularized' to the final

forecasting model we will be coming up with.




APPENDIX A .

OPERATIONALIZING PREDICTIVE MODELS

While discovering predictive variables is often the major

problem in a ﬁorecasting task, desidning'aﬁ operational

system to use the prediction scheme is of no less importance.
From the operational point~of-view there are three -aspects
5 )

to be considered.. First, one must determine the means for

v

measuring the predictor variables from available ‘data and

design the information systemqwhich would regularly supply

PR

‘the necessary data. This task largely depends on the second

n
4

and central aspcct of the problem, namely constructing the
mathematics which would let one take the data and transform.

it into the §rediétor variable and then into the forécasts

PR . e

for one or more future periods. The third aspect to be
¥
considered is thal of monitqrihg the system to detect those
changes which would oblige us go modif§ ;hé fprgcésting
- .
scheme or shifts in model parameters.

3

The forecasting models of interest in this study proceed by .
partitioning the set S of affiliatc student population into

‘subsets Si’ S

or e Sm and computing the probability Ty

¢

r

YRR rm to bYe associated with these sub sets. The forecast

i i + + ...
is then given by ry sl r2 52 g m Sm where

s; = number of student in Si' Given S, S

. vy

5 ...Sm the fore-

casting task is simple. But the availability of this inform-

\

-45- . '
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[y

Ll

P - ‘
ation cannot be always taken for granted.

may need to be made at a

t -
one or more of the S s are not yet available.

The forecast

time when the data required to compute

This is

invariably the case when one’is trying to forecast for a

number of future periods using a model whicﬁ needs the si -

variables .for the immediatelyupreceding period. The modgl using

past enrollment pattern ag a preaictive variable discused

in the text is a good example.

To predict the nuﬁber of xe- -

turnees from the affiliate student population for duarter .

i, we, need ﬁc~classify'each student'in one of fifteen categories

based on his enrollment

' -
.

(i=3), (i-=2) and (i~l). Therefore, if we

cast for gquarter (i+l) as& well as qua}te

strictly speaking we will need ‘enrollment

which of course would not be available to

A natural way .to deal with this situation is to ‘find'a»-mec‘ztném,_.,_~

¢ i

for forecasting J;e predictive wvariable S1 ,... S

]

(i+1) from the knowledde of these variables for 'the period

~

history in ‘the four- quarters (i-4),

- -

are required to fore-

i-'at the same time,

~

data for quarter i

us. -
"
AY

N

féi period

t. 1In other words, if sy (1), s, (i),... s (i) stand for the

»

-

? f

f such that:”
1l m

set of transform £ AR

.81 (i41) =1£3 53 W), 55 (i), (1))

.

prédictor variables in period (i), then what we need is a

L

S, (141) = £,(51(1), 5, (1) .08 (4 )

]

£, (S1(0),%52 (), 8

Sp(3+1) o

(i),

Y

4
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e above equations, may be ca}led'the 'Sjsgem Dynamics .
Equations' since in a sense they describe the m?vement of the
system from one period to the next. Quite often in order to
comp}etely specify the dynamics, it is necessary to introduce

variables other than Syt Sp For example, to sgecifyc/ﬁ

the number of students in the category '0001' fbr quart
(i+1) we must know the new enrollees to be a

the school in the gparter i. , va;;ab{g; like these needed

to ‘completel'y describe the systemsdynamics may be called

. . LY
"input variables" and denotéd by (eljez,..fe ) ome of

’

=

< variables may be determined by decision mak f

- D Y

while, others may be-purely dependent on the ate of nature'
3 ‘ ‘ B

-

lnciuding the input variahles, the system dynamics equatioas

assume the vector form’ LS

£(i+l) = £ (s(i),e) -

‘Where s(i+l) and s(i) are Mx eéto}s,¢§_is a Mxl vector

A Z

function and e is a nx} vecibr. One of-the prime needs for
. - . -

- o

forécasting fior a number of periods in tﬁerefore the ability -

¥
«

olpredict the input variables e also. o o

>

It is intcrstiﬁg/z; note here that the model vsing four
quarter enrollment history as a‘predictor«variable'has an

associated set of system dynamics cquations that are quite

[
N

simple. The only impu%t variable needed for completing the

4

...dynamics equations is the number of freéh entrants into the

~

.. -

. “ . -' j

”
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e Tl .
‘khe/gnérters of interest. This

S .
‘affiliate population in

variable is to a ?ertaip/gktent a control variable and should
ot ) -

’ﬁot prove difficult-to assign values tox

. rd

S

. -

De81gn1ng anlnformat;an»systEm €0 support the pre- -

W o memme . —

- ; z.—"".’—’l-‘ - . >
;s ~ dictive model with necessary;basic data is not very difficult
. either. What would essentially bé needed is a computer progr

to ¢~ against‘the current grade file to classify all af

iate

have enrolled i

. ) st ts (or at least those who ne- oY more )
. gu. .ers in the past one year) into one the flfteenn,roupsc_
[S ' j /
anéd count the number of student n eagh’qroup./ “Buch a eomputer,/
- / / //

B /// /
.

it ghould be/p le to make—

'Production ,rbgram:/fg£/;e use With/ldﬁgz;/:;

/// - // .
tiii;iﬁafion. ¥§ data and -the estimates of
=7 /

. program exists €

it a

no

4%%¢%/¢f¢¢¢ff?esh 1pput% e

=

EpﬁCfE%

over-

-tﬁE/ECZLYe gquarters, forecasting

== \P ovig%an?/gggber of "quarters can be maae.
/

-

»

<

The thrd aSPCCL mentloned also acserves attention.

‘The

\c
i

forecastlng methodﬁls only as good as the,parameters used

f&\

. In'context of ouﬂ partlcular model, the parameters are the

It -

return probablﬂﬁtxes ‘for the" various clagslflcatlono{

[y

is“necessary that a ¢bntinuous cHeck be made with current

- s

i

.

data to.see,iffthé parameter values used aré indeed valid.

>

. For key’péraméters,‘quality control charis orqother -statistidal/
R X e ; R ) . ¢ N

graphical'fechniques mayfbe”ﬁsed to 3o this monitoring.
X .

1

.




i€ is feasible to integrate

- Aga this aspect wi
forecasting'syste@.so that as forecasts are made and
.compared with the actual,’the current pafameter‘ vaiues

- “are evgluated an¢‘ttsted fér possiblé'significamt shifts.

/,/ . - . - P |

-

One of the tasks in the next phase o

,\

to build such an 1nteq/gt€6/g;recabt1ng system out of the

- ~
0

basic y/gal deyglqped in tnls paper. ~ ) v
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APPENDIX B
s - N 4
FITTING AN ADDITIVE MODEL TO
LOGARITHM OF REENROLLMENT PROBABILITIES
" - . 'S . 3

l" . Py

.

.
If p is .the proportion of students with a parti

»

enrollmet fattern who reenroll in quarter

hyéothésizes ﬁﬁatg

In(1l-p) =m + b4i'+b3j + by + blL,+ e P ,

&

A

<

where each of the indices i,j,k,1 take one of the four values

1,2,3,4 according to the following rule stated for b4.;’
- g - ’ _{l

»
A

I1) i takes the value 1 (i.e., b4; is the variable b41)

if the studefits had enrolled 4-quaitérs ago in a regular

(non-summer) quarter. ) ‘ ‘ \\\
* & - y

2 i takes the‘vaiue 2 (i.e.,by; represents b “if the
() + Dy p e 42)° .ty

students had not enroiled four quarters ago in a regular
. f . .
quarter.’ ’

- .

;

(3)“ i takes the value 3 (i.e., b4i is b43).if the students

had enrolled four quarters ago which was a summer quarter.

D)

(4) i is 4 (i.e., byi 1is b44x if the 'students had not

enrolled four quarters ago in a summer quarter.
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" “The above rule.is also applicable to $3j with the difference

k-3 ) - >

that the enrollment behavior three quarters ago (instead

-

. . ) .
of four quarters ago)_is considered to determine the appropriate

X

1 are determinedwsased on ) e

-

_.index. Similarly b,, and b

enrollment two and one quarter prior to guarter i.

As an il;ustration,‘iﬁ,we are ééndidering the xeenrollment ¥

probabilty p of students with enrollment4patter '1011' in

a Sumper quarter, then the model.suggestg that ln (l~p) 1is
. .

13
ps

SRR .y T
‘ 1n(l~py. = m + b _ + b + b + b -(1 )
. - 43. 32 21 11 (1) .o

the random variation due to e having been ignored..

N L R v
s - - - . «;J
We can similarly write déwn'thq expression fét any -of the

15 enrollment patterns and four: quarters for whiqa‘data is -

available. ) Lo

% B H A3

h 4

In this“moiel there are seventeen parameters jincluding m ‘

and the s{¥teen b variables. 1In.the'least Square method, !
. . . .
. . 8 ..
these parameters are estimated from the ‘data so as to minimize
{ A ) N . ' .
the sum of squares of -deviation of the observed 1ln (l~p) and .

" N +

. “

]

estimated 1n’(l-p) for the sixty observations we have.

./ .
. Since p is giﬁen by (1) in terms of the parameters, this e
A .

[ * .

method amdunts to minimizing: °
/ ! N
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with respect to them, b parameters. The summation 1s
over the sixty observations, the appropriate parameters

b b being determinéd according kq, the‘rules

41' "B330 Paype Py

glven before for each observatLon. é?he rameter values .

-

mlnlmlzlng L are obtalned by solv1ng the equatlons resultlng
#

from settlngﬁthe the partlal &ef”batlve of L wlth'respect‘

each parameter to zero. The equatlons are, (called normal *

&
quatlonS) all L;near and are exhlblted in ﬁible B-1

®

in matrix form. T ‘
. , . o .

3 . >
! -

bad

//Ehe 17 by 17 matyix is smngular and in facgt has- rank 13
4 ‘ ’
as can be/seen by the fact that “hlﬁ'bzz b23 b24)f m“(bllt:'bl4)

4 -

R This means, in terms of parameters estimation that we-,can
£y -
glve fOUl parameters any arbltrary "values and then/ . .
d termln the rest. Acoor ¥ngly b b o *b b |
/F ¢ ‘ APngly byge ByiPyyr By,
effect of dropout in Summer quarters) ‘were all set to zero ot
) .

(representingJ

.

and removed from the equatlons. Equations 4,8y JZ,
= N Sy + -

W+ -~

7

cbrespondfpg to these

y arii%%és were also: dropped.
: .

e
-,. The estinated paraneter values are; _ /' '
, . ‘s o ) : ‘
v A \ [ s . .
;/ b = -.648887 "+ p* = =-.070537 L -
) 11 X . © T3 : ..
" = .40284 b _ = ..206003 “
%, brz / g 32 4 . ’
" £ .8405 = -, 39+ ‘ .
. Fobyy f40344 by, ) 160537 * ‘
[ . I - . ‘ Tom
, ‘b = =.214826. . . _ b . = -.54608 &
‘ - j4‘l—-. . ) . / .
b % .261998 ;b = ~.264895 - o K

[+

-,149429 .

-.485431

o
I




